
Smart Beamforming for Wireless Communications: A Novel
Minimum Bit Error Rate Approach

S. Chen, N.N. Ahmad and L. Hanzo
Department of Electronics and Computer Science

University of Southampton, Southampton SO17 1BJ, U.K.

ABSTRACT

Spatial processing with adaptive antenna array has shown
real promise for substantial capacity enhancement in wireless
communications. We propose a novel beamforming tech-
nique based on the minimum bit error rate (MBER) crite-
rion. It is demonstrated that the MBER approach utilizes
the system resource, the antenna elements, more intelligently
than the standard minimum mean square error (MMSE) ap-
proach. Consequently, the MBER beamforming can provide
significant performance gain in terms of smaller bit error rate
(BER) over the MMSE beamforming.

I. I NTRODUCTION

The ever-increasing demand for mobile communication
capacity has motivated the needs for new technologies, such
as space division multiple access, to improve spectrum uti-
lization. One approach that has shown real promise for sub-
stantial capacity enhancement is the use of spatial processing
with adaptive antenna arrays [?]–[?]. Adaptive beamforming
is capable of separating signals transmitted on the same car-
rier frequency, provided that they are separated in the spatial
domain. The beamforming processing appropriately com-
bines the signals received by the different elements of an an-
tenna array to form a single output. Classically, this is done
by minimizing the mean square error (MSE) between the de-
sired and actual array outputs. This has its root in the tra-
ditional beamforming employed in sonar and radar systems.
However, for a communication system, it is the BER, not the
MSE, that really counts. We derive a novel beamforming
technique based on minimizing the system BER.

II. SYSTEM MODEL

It is assumed that the system consists ofM users (sources),
and each user transmits a binary phase shift keying (BPSK)
signal on the same carrier frequency! = 2�f . The baseband
signal of useri ismi(k) = Aibi(k); bi(k) 2 f�1g; 1 � i �M; (1)

whereA2i denotes useri signal power. Without the loss of
generality, source 1 is the desired user and the rest of the
sources are interfering users. The linear antenna array con-

sists ofL uniformly spaced elements, and signals at theL-
element antenna array arexl(k) = MXi=1mi(k) exp (j!tl(�i)) + nl(k)= �xl(k) + nl(k); 1 � l � L; (2)

wheretl(�i) is the relative time delay at elementl for sourcei, �i is the direction of arrival for sourcei, andnl(k) is a
complex-valued white Gaussian noise with zero mean andE[jnl(k)j2℄ = 2�2n. The desired signal to noise ratio is de-
fined as SNR= A21=2�2n, the interfereri to noise ratio is
INRi = A2i =2�2n, and the desired signal to interfereri ra-
tio is SIRi = A21=A2i , for i = 2; � � � ;M . In vector form, the
array inputx(k) = [x1(k) � � �xL(k)℄T can be expressed asx(k) = �x(k) + n(k) = Pb(k) + n(k) (3)

where E[n(k)nH(k)℄ = 2�2nIL, the system matrixP = [A1s1 � � �AMsM ℄, the steering vector for sourceisi = [exp(j!t1(�i)) � � � exp(j!tL(�i))℄T and the bit vectorb(k) = [b1(k) � � � bM (k)℄T . The beamformer output isy(k) = wHx(k) = wH �x(k)+wHn(k) = �y(k)+e(k) (4)

wherew is the complex-valued beamformer weight vec-
tor, ande(k) is Gaussian with zero mean andE[je(k)j2℄ =2�2nwHw. The estimate of the transmitted bitb1(k) isb̂1(k) = � +1; yR(k) > 0;�1; yR(k) � 0; (5)

whereyR(k) = <[y(k)℄. The classical MMSE beamforming

solution is given bywMMSE = �PPH + 2�2nIL��1 p1, withp1 being the first column ofP.
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Fig. 1. Locations of the desired source and the interfering sources with
respect to the two-element linear array with�=2 element spacing,�
being the wavelength.



III. MBER B EAMFORMING SOLUTION

Denote theNb = 2M possible sequences ofb(k) asbq , 1 � q � Nb. Further denote the first element ofbq , corresponding to the desired user, asbq;1. Obviously�x(k) only takes values from the signal state set defined asX 4= f�xq = Pbq ; 1 � q � Nbg. Similarly, �y(k) takes

values from the setY 4= f�yq = wH �xq ; 1 � q � Nbg. Thus,�yR(k) can only take values from the setYR 4= f�yR;q = <[�yq℄; 1 � q � Nbg (6)

which can be divided into the two subsetsY(�)R 4= f�y(�)R;q 2 YR : b1(k) = �1g: (7)

The conditional probability density function (p.d.f.) ofyR(k)
givenb1(k) = +1 isp(yRj+1) = 1Nsb NsbXq=1 1p2��2nwHw exp0B���yR � �y(+)R;q�22�2nwHw 1CA

(8)
where�y(+)R;q 2 Y(+)R andNsb = Nb=2 is the number of the

points inY(+)R . Thus the BER is given byPE(w) = 1Nsb NsbXq=1Q (gq;+(w)) (9)

where Q(u) = 1p2� Z 1u exp��v22 � d v (10)

andgq;+(w) = sgn(bq;1)�y(+)R;q�npwHw = sgn(bq;1)<[wH �x(+)q ℄�npwHw : (11)

The MBER beamforming solution is then defined aswMBER = argminw PE(w): (12)

The gradient ofPE(w) with respect tow isrPE(w) = 12Nsbp2��npwHw NsbXq=1 exp0B�� ��y(+)R;q�22�2nwHw1CA�sgn(bq;1) �y(+)R;qwwHw � �x(+)q ! : (13)

The optimization problem (??) can be solved for iteratively
using a conjugated gradient algorithm with a resetting of the
search direction periodically to the negative gradient. Note
that the BER is invariant to a positive scaling ofw. Similarly,
the BER can be calculated alternatively usingY(�)R .
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(a) SNR=INRi for i = 2; 3; 4; 5.
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(b) SNR=INRi for i = 3; 4; 5, and INR2 =SNR+ 6 dB.
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(c) INRi =SNR+ 6 dB for i = 2; 3; 4; 5.

Fig. 2. Comparison of bit error rate performance.

IV. SIMULATION STUDY

The example consisted of five sources and a two-element
antenna array. Fig.?? shows the locations of the desired
source and the interfering sources graphically. Figs.??
compares the BER performance of the MBER solution with
that of the MMSE solution under three different conditions:
(a) the desired user and all the four interfering sources have
equal power, (b) the desired user and the interfering sources3; 4; 5 have equal power, but the interfering source2 has 6 dB
more power than the desired user, and (c) all the four inter-
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Fig. 3. Comparison of beam patterns. SNR=INRi = 10 dB, i = 2; 3; 4; 5.

fering sources have 6 dB more power than the desired user.

The discrete Fourier transform (DFT) of the beamformer
weights or beam patternF (�) = LXl=1 wl exp (�j!tl(�)) (14)

describes the response of the beamformer to the source ar-
riving at angle�. Fig. ?? compares the DFT of the MBER
beamformer with that of the MMSE beamformer under the
condition SNR=INRi = 10 dB for i = 2; 3; 4; 5, whereF (�)
has been normalized. In traditional beamforming, the mag-
nitude ofF (�) is used to judge the performance of a beam-
former. It appears that the MMSE beamformer has better
magnitude response than the MBER beamformer. Specifi-
cally, at the four angles for the four interfering sources, the
MMSE solution has better magnitude responses at�70Æ,60Æ and 80Æ, and a lightly inferior magnitude response at�30Æ, compared with the MBER solution. However, mag-
nitude response along can be misleading. At the four angles
for the four interfering sources, the phase responses of the
MBER solution are much closer to��2 than the MMSE so-
lution, which give rise to a much better response ofyR(k) =<[y(k)℄. Thus the MBER solution has a better capacity to
“cancel” interfering signals.

It is interesting to see in more details how the two beam-
formers utilize the antenna array resource (the beamformer
weights) by examining the real and imaginary parts of the
beam pattern. Fig.?? depictsj<[F (�)℄j andj=[F (�)℄j of the
two beam patterns, under the same condition of Fig.??. Note
that the BER depends only on the real part of the beamformer
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Fig. 4. Alternative display of beam patterns in Fig.??.

output. The MBER solution concentrates the resource to
achieve a better responsej<[F (�)℄j and does not care much
aboutj=[F (�)℄j. The MMSE solution on the other hand has
a null at j=[F (15Æ)℄j, 15Æ being the arrival angle of the de-
sired user. This is obviously crucial in minimizing the MSEE[jb1(k) � y(k)j2℄, asb1(k) is real-valued. However, this
is irrelevant to the system BER performance. Clearly, the
MBER beamformer uses the system resource more cleverly.
The conditional p.d.f. (??) is the best indicator for the BER
performance of the beamformer. Fig.?? compares the con-
ditional p.d.f. of the MBER solution with that of the MMSE
one, under the same condition of Fig.??. In Fig. ??, the
beamformer weight vector has been normalized to a unit
length, so that the BER is mainly determined by the mini-
mum distance of the subsetY(+)R to the decision thresholdyR = 0.

Under the condition given in Fig.?? (c), the MMSE beam-
former has an extremely poor BER performance. The rea-
son for this is now investigated. Given SNR= 15 dB and
INRi =SNR+6 dB for i = 2; 3; 4; 5, the beam patterns for
the MMSE and MBER beamformers are in fact very similar
to those shown in Fig.??, which can explain why the MBER
solution has better BER performance but cannot explain why
the MMSE solution should break down. By examining the
conditional p.d.f.s of the two beamformers, as illustratedin
Fig. ??, it becomes clearly why the MMSE solution has a
high BER floor. For the MMSE solution,Y(�)R andY(+)R are

linearly inseparable. There areNsb = 16 points inY(+)R .
One of them is on the wrong side of the decision boundaryyR = 0 and another point is right onyR = 0. Fig. ?? (c)



-0.2

0

0.2

0.4

0.6

0.8

1

0 0.5 1 1.5 2 2.5 3

co
nd

iti
on

al
 p

df

Re[y]

pdf
states

(a) MMSE

-0.2

0

0.2

0.4

0.6

0.8

1

0 0.5 1 1.5 2 2.5 3

co
nd

iti
on

al
 p

df

Re[y]

pdf
states

(b) MBER

Fig. 5. Conditional probability density function of beamformer givenb1(k) = +1. SNR=INRi = 10 dB, i = 2; 3; 4; 5.

also indicates that the MBER solution is robust to the near-
far effect, and this is further confirmed by the results shown
in Fig. ??.

V. CONCLUSIONS

A novel MBER beamforming solution has been derived.
It has been demonstrated that the MBER beamformer uti-
lizes the system resource more intelligently than the standard
MMSE beamformer and, consequently, can achieve a better
performance in terms of a smaller BER. The results also sug-
gest that the MBER solution is robust to the near-far effect.
The adaptive implementation of the MBER beamformer is
not addressed in the current paper. However, it is well-known
that the theoretical MMSE beamforming solution can adap-
tively be implemented using temporal reference techniques,
such as the least mean square (LMS) algorithm. Similarly,
the theoretical MBER beamforming solution can adaptively
be implemented using a LMS-style stochastic gradient algo-
rithm called the least bit error rate algorithm [?],[?]. Cur-
rently, we are also working on the extension of the MBER
beamforming to other modulation schemes.
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