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Communiation Group S ChenPAM Channel Model� Reeived signal model
y(k) = nh�1Xi=0 his(k � i) + n(k)

where hi are the CIR taps with nh the length of the CIR, the AWGNn(k) has variane �2n, and s(k) takes the value from the symbol setS = fsi = 2i�M � 1; 1 � i �Mg� The generi DFE uses the information present iny(k) = [y(k) � � � y(k�m+1)℄T ^sb(k) = [^s(k� d� 1) � � � ^s(k� d�nb)℄Tto produe an estimate ^s(k � d) of s(k � d).

2Communiation Group S ChenObservation Vetor� Choose: the deision delay d = nh � 1, feedforward order m = nh andfeedbak order nb = nh�1) suÆient to guarantee a linear separabilityfor di�erent signal lasses.� The observation vetor y(k) an be expressed asy(k) = H1 sf(k) +H2 sb(k) + n(k)with sf(k) = [s(k) � � � s(k�d)℄T , sb(k) = [s(k�d�1) � � � s(k�d�nb)℄Tand
H1 = 2664 h0 h1 � � � hnh�10 h0 . . . ...... . . . . . . h10 � � � 0 h0

3775 H2 = 2664 0 � � � 0hnh�1 . . . ...... . . . 0h1 � � � hnh�1
3775
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Communiation Group S ChenFeedbak as Spae Translation� Assume orret past deisions, we havey(k) = H1 sf(k) +H2 ^sb(k) + n(k)� Thus the deision feedbak translate y(k) into a new spae:r(k) = y(k)�H2 ^sb(k)) We an onsider the DFE in the spae r(k), instead of the spae y(k).� De�ne the set of the signal states in this new spae asR = frj = H1sf;j; 1 � j � Nfgwhih an be partitioned into M subsets onditioned on s(k � d):R(i) = frj 2 R : s(k � d) = sig; 1 � i �M
4



Communiation Group S ChenBayesian Deision Feedbak EqualiserThe Bayesian DFE involves:� omputing the M deision variables for 1 � i �M

�i(r(k)) = Xrj2R(i) exp �kr(k)� rjk22�2n !

� making the deision aording to^s(k � d) = si� with i� = arg max1�i�Mf�i(r(k))g

Investigating the performane of the the Bayesian DFE under the onditionof SER lower than 10�6 is very diÆult if not impossible, using a onventionalMonte Carlo simulation. 5

Communiation Group S ChenImportane Sampling Simulation� Importane sampling aims to redue the variane of an error rate estimator) ahieve a given preision from shorter simulation runs.� The basi idea is that ertain input variable values have more impaton the error probability. If these \important" values are emphasized bysampling more frequently, the estimator variane an be redued.� Fundamental issue: hoie of the biased distribution to enourage theimportant regions of the simulation input variables.� Mean translation approah: the distribution is moved toward the errorregion, usually by shifting the density to a deision boundary.� An asymptotially eÆient estimator requires a number of simulationtrials whih grows less than exponentially fast as the error rate tends tozero ) realisti to attempt extremely low error rate simulation.
6Communiation Group S ChenSymmetri Struture of Subset States� Lemma 1: For 1 � i �M � 1, R(i+1) is a translation of R(i):R(i+1) = R(i) + 2hrev with hrev = [hnh�1 � � �h1 h0℄T� Asymptotially as the SNR tends to in�nity, the deision boundary Bi+1for separating R(i+1) and R(i+2) is a shift of Bi by an amount 2hrev.� Thus, we only need to onsider two neighbouring subsets, for example,R(M=2) and R((M=2)+1) (the lasses of sM=2 = �1 and s(M=2)+1 = 1).� De�nition 1: A pair of opposite-lass states (r(+) 2 R((M=2)+1); r(�) 2R(M=2) is said to be Gabriel neighbours if 8rj 2 R(M=2)SR((M=2)+1),rj 6= r(+) and rj 6= r(�):krj � r0k2 > kr(+) � r0k2where r0 = (r(+) + r(�))=2.
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Communiation Group S ChenIllustration of Symmetri and Shifting Properties
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Communiation Group S ChenAsymptoti Bayesian Deision Boundary� Lemma 2: Asymptotially, BM=2 for separating R(M=2) and R((M=2)+1)is pieewise linear and made up of L hyperplanes. Eah hyperplane isde�ned by a pair of Gabriel neighbours (r(+); r(�)).� A neessary ondition for a point rB 2 BM=2

rB = r(+) + r(�)2 + �r(+) � r(�)2 �?

where x? denotes an arbitrary vetor in the subspae orthogonal to x.� The suÆient onditions for rB 2 BM=2krB � r(+)k2 < krB � rlk2; 8rl 2 R((M=2)+1); rl 6= r(+)krB � r(�)k2 < krB � rjk2; 8rj 2 R(M=2); rj 6= r(�)krB � r(+)k2 = krB � r(�)k2
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Communiation Group S ChenIdentifying Gabriel Neighbour PairsSimple algorithm to selet the set of Gabriel neighbour pairs fr(+)l ; r(�)l gLl=1:L = 0;FOR r(+)q 2 R(M2 +1)FOR r(�)j 2 R(M2 )x = r(+)q +r(�)j2 ; � = kr(+)q � xk2;IF �kr(+)l � xk2 > �; 8r(+)l 2 R(M2 +1); l 6= q� AND�kr(�)l � xk2 > �; 8r(�)l 2 R(M2 ); l 6= j�L += 1;RGabriel (r(+)L ; r(�)L ) 4= (r(+)q ; r(�)j );END IFNEXT r(�)jNEXT r(+)q

10Communiation Group S ChenSymbol Error Rate of M-PAM Bayesian DFE� The aim is to estimate the lower-bound SER of the Bayesian DFEPE = Probf^s(k � d) 6= s(k � d)g� De�ne a \binary" Bayesian DFE on R(M=2) and R((M=2)+1):fb(r(k)) = Xrj2R((M=2)+1) exp �kr(k)� rjk22�2n !� Xrl2R(M=2) exp �kr(k)� rlk22�2n !

^s(k � d) = � 1; sgn(fb(r(k))) � 0 ;�1; sgn(fb(r(k))) < 0 :� If the error rate of this \binary" Bayesian DFE is Pe, it an be shown:PE = Pe with  = 2(M � 1)=M
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Communiation Group S ChenAn IS Simulation Tehnique� An IS simulation tehnique evaluate Pe as follows:^Pe = 1Ns 1Nk NsXj=1 NkXk=1 IE(rj(k)) p(rj(k)jrj)p�(rj(k)jrj)� IE(r(k)) = 1 if r(k) auses an error, and IE(r(k)) = 0 otherwise.p(rj(k)jrj) is the true onditional density given rj 2 R((M=2)+1), andNs = Nf=M is the number of states in R((M=2)+1)� The sample rj(k) is generated using the simulation density:

p�(rj(k)jrj) = LjXl=1 pl;j(2��2n)m2 exp��krj(k)� vl;jk22�2n �

where Lj is the number of the bias vetors l;j = �rj + vl;j forrj 2 R((M=2)+1), pl;j � 0 for 1 � l � Lj, and PLjl=1 pl;j = 1. 12



Communiation Group S ChenImportane Sampling Gain� The IS gain is de�ned as the ratio of the numbers of trials required forthe same estimate variane using the onventional Monte Carlo and ISmethods.� An estimate of the IS gain for ^Pe is� = ^Pe(1� ^Pe)^� � ^P 2ewith ^� = 1Ns 1Nk NsXj=1 NkXk=1 IE(rj(k))� p(rj(k)jrj)p�(rj(k)jrj)�2

� The IS simulated PE is simply ^PE =  ^Pe, and the estimated IS gain for^Pe will be used as the estimated IS gain for ^PE.
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Communiation Group S ChenConstruting IS Simulation Density� Eah pair (r(+)l ; r(�)l ) in the set of Gabriel neighbours de�nes a hyperplaneHl(r) = wTl r+ bl = 0that is part of the asymptoti deision boundary BM=2, with

wl = 2�r(+)l � r(�)l �
kr(+)l � r(�)l k2 bl = �(r(+)l � r(�)l )T (r(+)l + r(�)l )kr(+)l � r(�)l k2� Hl is anonial with Hl(r(+)l ) = 1 and Hl(r(�)l ) = �1.� De�nition 2: A state r(�)j 2 R(M=2) is suÆiently separable by Hl ifwTl r(�)j + bl � �1. Similarly, r(+)j 2 R((M=2)+1) is suÆiently separableby Hl if wTl r(+)j + bl � 1.

14Communiation Group S Chen� De�nition 3: Hl is reahable from r(+)j 2 R((M=2)+1) if the projetion ofr(+)j onto Hl is on BM=2.

� For eah r(�)j 2 R(M=2), its separability index for Hl is �(�)l;j = 1 if r(�)jis suÆiently separable by Hl; otherwise �(�)l;j = 0.The separability index �(+)l;j for r(+)j 2 R((M=2)+1) is similarly de�ned.

� The reahability of Hl from r(+)j 2 R((M=2)+1) is tested by omputing

l;j = �0:5�wTl r(+)j + bl��r(+)l � r(�)l �

If vl;j = r(+)j + l;j 2 BM=2 (i.e. fb(vl;j) = 0), Hl is reahable fromr(+)j (l;j is then a bias vetor), and the reahability index is l;j = 1;otherwise l;j = 0. 15

Communiation Group S Chen� The whole proess produes the separability and reahability table:r(�)1 � � � r(�)Ns r(+)1 � � � r(+)NsH1 �(�)1;1 � � � �(�)1;Ns �(+)1;1 (1;1) � � � �(+)1;Ns (1;Ns)... ... � � � ... ... � � � ...HL �(�)L;1 � � � �(�)L;Ns �(+)L;1 (L;1) � � � �(+)L;Ns (L;Ns)� For eah r(+)j 2 R((M=2)+1), selet those hyperplanes that an suÆientlyseparate r(+)j and are reahable from r(+)j or de�ne the integer set:G(+)j = fq : �(+)q;j = 1 and q;j = 1g

� The onvex region R(+)j overing r(+)j is the intersetion of all thehalf-spaes H(+)q = fr : Hq(r) � 0g with q 2 G(+)j .In fat, a subset of the hyperplanes de�ned by G(+)j is suÆient, providedthat every opposite-lass state in R(M=2) an suÆiently be separated byat least one hyperplane in the subset. 16



Communiation Group S ChenRemarks on the ConstrutionIf the above onstrution of the simulation density an be done, that is,G(+)j exists for eah r(+)j 2 R((M=2)+1), then1. the error region E satis�esE � R(+)j = [q2G(+)j H(�)q

with the half-spaes H(�)q = fr : Hq(r) < 0g;2. all the hyperplanes de�ned in G(+)j are reahable from r(+)j ; and3. at least one of fvq;jg is the so-alled minimum rate point.The simulation density onstruted with the bias vetors fq;jg, q 2 G(+)j ,for all j will guarantee asymptoti eÆieny.
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Communiation Group S ChenIllustration of Simulation Density ConstrutionAn illustration of the simulation density onstrution for the ase of binary(M = 2) symbols with a two-tap hannel. In this example, there arethree Gabriel neighbour pairs (r(+)1 ; r(�)1 ), (r(+)1 ; r(�)2 ) and (r(+)2 ; r(�)2 ).The asymptoti deision boundary is formed from the three orrespondinghyperplanes H1, H2 and H3.

Separability and Reahability Tabler(�)1 r(�)2 r(+)1 r(+)2H1 1 0 1 (1) 1 (0)H2 0 1 1 (1) 0H3 1 1 0 1 (1)

H1

r1
(-) r(-)

r1 r2
(+)(+)

H2

2

H3

v1,1 v2,1

error region

18Communiation Group S ChenSimulation Example 1� Channel h = [0:3 1:0℄T with 8-PAM symbols, m = 2, d = 1 and nb = 1.� R had 64 states. Nine pairs of Gabriel neighbours were seleted fromR(4) and R(5), and an AE simulation density was onstruted:
R

(4)

R
(5)

Thik solid urve indiates the asymptoti deision boundary, thik dashed urve the true optimal deisionboundary for small SNR, and thin lines indiates the bias vetors used in the simulation density.� Uniform probability for the bias vetors (pl;j = 1=Lj). For eah SNR,Nk = 105. Thus, the total samples used for a given SNR were 8� 105.19
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Signal to Noise Ratio (dB)(a) (b)The lower-bound SERs (a) and the estimated IS gain (b) of the Bayesian DFE forh = [0:3 1:0℄T with 8-PAM symbols.CS: onventional simulation, IS: importane sampling simulation.
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Communiation Group S ChenSimulation Example 2

� Channel h = [0:3 1:0 � 0:3℄T with 8-PAM symbols, m = 3, d = 2 andnb = 2.� R had 512 states. Nineteen pairs of Gabriel neighbours were found fromR(4) and R(5), leading to the separability and reahability table fromwhih an AE simulation density was onstruted.� The bias vetors were seleted with uniform probability in the simulation.� For eah SNR, Nk = 104 samples were used for eah state in R(5),resulting in a total of 6:4� 105 samples for a given SNR.
21
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Signal to Noise Ratio (dB)(a) (b)The lower-bound SERs (a) and the estimated IS gain (b) of the Bayesian DFE forh = [0:3 1:0 � 0:3℄T with 8-PAM symbols.CS: onventional simulation, IS: importane sampling simulation.
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