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Communi
ation Group S ChenMotivations

Linear �ltering at re
eiver (equalisation, multiuser dete
tion, beam-forming)y(k) = �y(k) + e(k)Filter output generally non-Gaussian (sum of Gaussian distributions)� Zero for
ing: Gaussian but noise enhan
ement too serious� MMSE: 
lassi
ally regarded as optimal ! non-optimal in terms of symbolerror rate!� Adopt to non-Gaussian view naturally leads to MSER approa
h
2Communi
ation Group S ChenSome Previous Works

� \MBER" almost as old as \adaptive equalisation"Yao, IEEE Trans. Information Theory 1972, Shamash & Yao, ICC'74� More re
entlyChen et al., ICC'96, IEE Pro
. Communi
ations 1998;Yeh & Barry, ICC'97, IEEE Trans. Communi
ations 2000;Mulgrew & Chen, IEEE Symp. ASSPCC 2000, Signal Pro
essing 2001

Mostly on binary modulation (BPSK)? This work: multilevel modulation s
hemes (PAM and QAM)
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ation Group S ChenA Toy Example

Two-tap 
hannel 1:0 + 0:5z�1with 4-PAM and SNR= 35 dBTwo-tap m = 2 linear equaliserwith de
ision delay d = 0Normalized MMSE:wTMMSE = [0:9285 � 0:3713℄with log10(SER) = �2:7593MSER (� > 0):wTMSER = �[0:8957 � 0:4447℄with log10(SER) = �7:1566 -0.2
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� MSER solutions form a half line, origin is singular point
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Communi
ation Group S ChenReal-Valued L-PAM Channel� Channel of length nh r(k) = nh�1Xi=0 his(k � i) + n(k)

s(k) 2 S 4= fsl = 2l � L� 1; 1 � l � Lg� Linear equaliser of order my(k) = wTr(k) = �y(k) + e(k)r(k) = [r(k) � � � r(k �m+ 1)℄T , w = [w0 � � �wm�1℄T , and de
ision delay d? e(k): Gaussian with zero mean and varian
e �2nwTw, �2n being varian
e of n(k)? �y(k) 2 Y 4= f�yq; 1 � q � Ns = Lm+nh�1g, whi
h 
an be divided into L subsetsYl 4= f�y(l)q 2 Yjs(k � d) = slg; 1 � l � L
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Communi
ation Group S ChenObservation ve
tor r(k) = Hs(k) + n(k)� Combined impulse response 
T = wTH = [
0 
1 � � � 
m+nh�2℄. Theny(k) = 
ds(k � d) +Xi6=d 
is(k � i) + e(k)

� Optimal de
ision making
^s(k � d) = 8>><>>:

s1; if y(k) � (s1 + 1)
d ;sl; if (sl � 1)
d < y(k) � (sl + 1)
dfor l = 2; � � �L� 1 ;sL; if y(k) > (sL � 1)
d :Unlike binary 
ase, main tap of 
ombined impulse response 
d needed!
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ation Group S ChenTwo Useful Properties� Shifting: Yl+1 = Yl + 2
d� Symmetry: distribution of Yl is symmetri
 around 
dsl.

y......
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dc (s −1)l

c  sdc  sd
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1 L

? For linear equaliser to work, Yl, 1 � l � L, must be linearly separableThis is not guaranteed? In DFE, linear separability is guaranteed
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ation Group S ChenSER ExpressionPDF of y(k)
py(x) = 1p2��npwTw 1Ns LXl=1 NsbXi=1 exp

0B���x� �y(l)i �22�2nwTw
1CA

where Nsb = Ns=L is number of points in Yl and �y(l)i 2 Yl.Utilizing shifting and symmetri
 properties, SER of equaliser w is:

PE(w) = 
Nsb NsbXi=1Q(gl;i(w))

where Q is usual Q-fun
tion, 
 = 2(L� 1)=L, and

gl;i(w) = �y(l)i � 
d(sl � 1)�npwTw 8
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ation Group S ChenMSER Solution
 MSER solution is de�ned as:wMSER = argminw PE(w)� Use simpli�ed 
onjugated gradient algorithm with periodi
ally reseting sear
h dire
tionto negative gradient� Computation is on single subset Yl, and further simpli�
ation by using Yl with sl = 1� SER is invariant to a positive s
aling of w, 
omputationally advantageous to normalizeweight ve
tor to wTw = 1.
 Readily extend to DFE (with lower bound SER)
 Blo
k adaptation: identify 
hannel or Parzen window estimate of PDFpy(x) �! PE(w) �! optimisation
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hasti
 AdaptationSingle-sample estimate of py(x)^py(x; k) = 1p2��n exp �(x� y(k))22�2n !

Using instantaneous sto
hasti
 gradient �! LSER:w(k + 1) = w(k) + � 
p2��n exp �(y(k)� ^
d(k)(s(k � d)� 1))22�2n !�

�r(k) � (s(k � d)� 1)^hd(k)�^
d(k): estimate of 
d^hd(k): estimate of d-th 
olumn of HAdaptive gain � and kernel width �n need to be set appropriately

10Communi
ation Group S ChenAn 8-PAM DFE Example

� Lower-Bound SERComparisonChannel:0:3 + 1:0z�1 � 0:3z�2with 8-PAMDFE:m = 3, d = 2, nb = 2
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Communi
ation Group S Chen� Distribution of Subset Y5 (s5 = 1), 64 points, SNR=34 dBWeight ve
tor has been normalized to a unit length, a point plotted as a unit impulse.

(a) MMSE
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Communi
ation Group S Chen� Conditional PDF given s(k � d) = 1, SNR=34 dB. Weight ve
tor normalized,wTMMSE = [�0:0578 0:2085 0:9763℄, wTMSER = [�0:2365 0:7946 0:5592℄

(a) MMSE
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(b) MSER
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ation Group S Chen� Learning Curves of LSER Averaged Over 100 Runs, SNR=34 dBInitial weight: (a) wMMSE, (b) [�0:01 0:01 0:01℄T
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(a) (b)In (a) training and de
ision dire
ted indistinguishable, in (b) dashed 
urve: after 200-sampletraining, swit
hed to de
ision-dire
ted with ^s(k � d) substituting s(k � d)Initial value is 
riti
al for 
onvergen
e, MMSE not ne
essarily good initial 
hoi
e
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ation Group S ChenComplex-Valued Channel and QAM

Re
all 
 = wTH, y(k) = 
ds(k � d) +Xi 6=d 
is(k � i) + e(k)Generally 
d = 
Rd + j
Id, advisable always perform a rotation to be sure 
Id = 0:w = j
djw
d
 Then I and Q de
isions de
oupled, real and imaginary parts are PAMs andPE(w) = PER(w) + PEI(w)� PER(w)PEI(w)
 MSER de�ned as solution that minimises upper-bound SER:PEB(w) = PER(w) + PEI(w)
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lusions

� MSER equalisation solution for high-level modulation s
hemesÆ E�e
tive sample-by-sample adaptation has been developedÆ Unlike MSE surfa
e whi
h is quadrati
, SER surfa
e is highly 
omplexÆ Initial equaliser weight values 
an in
uen
e 
onvergen
e speed

� Generalization to adaptive �ltering at various 
ommuni
ation re
eiversÆ Traditional MMSE �ltering sub-optimal be
ause 
onditional �lter outputis non-GaussianÆ Proposed approa
h is based on non-Gaussian nature and 
an be referredto as adaptive minimum error rate �ltering
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